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Limited by the physical distribution of 
visual cells, human eyes have a very 
narrow (≈60°) high-quality FOV (direct 
sight) accompanied by a wider (single 
eye: ≈155°) low-quality FOV (peripheral 
vision).[1] To be specific, before being per-
ceived by the retina, lights go through a 
series of refractive structures, including 
the cornea, crystalline lens, and vitreous 
body, as shown in Figure 1a. Paraxial 
rays can reach the center of the retina, 
which is full of cone cells (in charge of 
color vision), forming a high-quality FOV. 
Owing to refraction, off-axis rays can only 
reach the margin of the retina, forming 
a low-quality FOV. However, very large-
angle off-axis rays cannot reach the retina 
and form an invisible region. The compo-
sition of cameras is very similar to that of 
the human eye; that is, camera lenses are 

equivalent to the refractive structures mentioned above, and a 
negative plate or charge coupled device (CCD) is equivalent to 
the retina. In contrast, photoreceptors in the negative plate or 
CCD are uniformly distributed, resulting in a consistent resolu-
tion in the images. Furthermore, researchers have attempted to 
fabricate artificial electronic eyes to achieve a wider FOV, lower 
aberrations, and less optical component imaging.[2–4] However, 
because of the complicated manufacturing process of hemi-
spherical artificial electronic eyes, it is difficult to realize high-
density detector arrays in the hemisphere. Therefore, it is still 
a huge challenge to realize wide-FOV artificial electronic eyes 
with high resolution.

In the case of limited FOV of photosensitive systems, there 
are still some strategies to realize wide-angle FOV imaging 
such as staying away from the imaging object. Quantitatively, to 
view the entire scene, the camera should satisfy the condition 
that the scene angle (θ) is less than the FOV of the cameras 
(αF), as shown in Figure 1b. According to the geometrical rela-
tion, tan(θ/2)  = L/D, where L denotes the projection width of 
the scene and D is the distance between the scene and camera; 
increasing the distance (D) is beneficial for viewing the entire 
scene. Another possible approach is stitching images from dif-
ferent angles into one wide-angle image, which is referred to as 
image mosaic.[5] However, the above strategies limit the applica-
tion scopes.

The fundamental solution to this problem is to improve the 
FOV of the camera (αF). In recent years, researchers have been 
inspired by nature to develop cameras such as fisheye cam-
eras, which have a fish-eyeball-like hemispherical appearance 
and can achieve a wider FOV (up to 230°) than human eyes.[6] 
However, this inevitably results in optical aberration, particu-
larly for barrel-shaped distortion because of the collection of 

Researchers have attempted to create wide-angle field-of-view (FOV) cam-
eras inspired by the structure of the eyes of animals, including fisheye and 
compound eye cameras. However, realizing wide-angle FOV cameras simul-
taneously exhibiting low distortion and high spatial resolution remains a sig-
nificant challenge. In this study, a novel wide-angle FOV camera is developed 
by combining a single large-area flexible perovskite photodetector (FP-PD) 
using computational technology. With this camera, the proposed single-pho-
todetector imaging technique can obtain high-spatial-resolution images using 
only a single detector, and the large-area FP-PD can be bent further to collect 
light from a wide-angle FOV. The proposed camera demonstrates remark-
able features of an extraordinarily tunable wide FOV (greater than 150°), high 
spatial resolution of 256 × 256 pixels, and low distortion. It is believed that 
the proposed compatible and extensible camera prototype will promote the 
development of high-performance versatile FOV cameras.

Research Article

1. Introduction

Wide-angle field-of-view (FOV) imaging is a goal that people 
always pursue as it can provide a delightful panoramic picture 
of the landscape. Wide-FOV imaging can assist in automatic 
driving (a typical application of artificial intelligence) and can 
be used to create a hypothetical 3D visual world (virtual reality). 
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large-angle off-axis light. To reduce aberration, a battery of 
spherical lenses and technically complex aspheric lenses should 
be used. However, the barrel-shaped distortion problem has not 
yet been adequately addressed. For compound eyes of insects 

(Figure 1a), each ommatidium has its own optical axis, and the 
entire compound eye has a convex hemispherical appearance.[7] 
In this condition, lights at different angles can find their nearly 
paralleled optical axis. Therefore, compound eye cameras 

Adv. Mater. 2022, 34, 2206957

Figure 1.  Schematic of a new concept of the FP-PD camera. a) Structure of three types of cameras (fisheye, compound eye, and the proposed FP-PD 
cameras) for realizing wide-angle FOV as well as human eyes. b) Definitions of parameters regarding scene angle (θ), scene width (L), FOV of cameras 
(αF), bending angle of the FP-PD (αPD), and distance (D) in wide-angle FOV imaging. c) Structure of the FP-PD camera prototype. Inserts: schematic of 
FOV of large-area FP-PD, small-area of FP-PD, and planar PD. d) Comparison of these cameras and human eyes from three aspects (FOV, anti-image 
distortion, and resolution).

 15214095, 2022, 41, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/adm

a.202206957 by G
eorgia Institute O

f T
echnology, W

iley O
nline L

ibrary on [14/10/2022]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



© 2022 Wiley-VCH GmbH2206957  (3 of 9)

www.advmat.dewww.advancedsciencenews.com

are expected to achieve wide-angle FOV imaging without any 
barrel-shaped distortions. Some researchers have attempted 
to fabricate artificial compound eyes and have demonstrated 
excellent imaging demonstrations.[8–11] However, artificial com-
pound eyes face several challenges. Because each ommatidium 
has its own optical system, the linearly increasing number of 
ommatidia increases the fabrication difficulty. In fact, a typical 
artificial compound eye contains only 180 ommatidia,[11] which 
is significantly less than the megapixels of conventional digital 
cameras, leading to an extremely low resolution. In addition, 
optical axis differences cause an additional image mosaic issue.

Benefiting from the development of computational imaging 
techniques, high-resolution images can now be obtained using 
a single photodetector (PD).[12,13] In recent years, researchers 
have conducted a series of studies focusing on different aspects 
of computational imaging, including imaging methods, projec-
tion equipment, spectrum extension, and applications.[14–24] In 
particular, we developed perovskite cameras that can realize 
256 × 256 pixel imaging;[25] therefore, we can use the proposed 
PDs to realize functional imaging.[26–29] Herein, we replaced 
numerous ommatidia with a single convex PD coupled with 
an imaging algorithm to realize the function of the compound 
eye. We also incorporated perovskite materials in this study 
because of their high optoelectronic performance and simple 
fabrication process.[22–24,30,31] Therefore, the perovskite mate-
rials can be widely applied in photoelectric devices, like solar 
cells,[32–34] LEDs,[35–39] and PDs.[40–43] In addition, the perovskite 
photosensitive materials can be spin-coated onto a flexible sub-
strate to form a large-area flexible perovskite PD (FP-PD) to col-
lect light from a wide-angle range,[44–46] enabling one to deform 
the camera into any desired shape. We set up a prototype 
FP-PD camera by combining a large-area FP-PD with the cor-
responding imaging algorithm, as shown in Figure  1c. In the 
FP-PD camera, the four-step phase-shifting sinusoidal patterns 
projected by a projector can be regarded as a light source; the 
convex FP-PD is a photosensitive element, similar to a retina 
or CCD, and the spatial reflectivity of the imaging scene can 
be restored through inverse Fourier transformation. The FP-PD 
used requires a large area to be bent at a large angle, which 
gives the FP-PD camera a wide FOV, as depicted in the inset of 
Figure 1c. Detailed descriptions of the FP-PD camera prototype, 
including the setup and imaging algorithm, are provided in 
Section S1, Supporting Information (Figures S1–S3, Supporting 
Information). Based on the above discussion, the proposed 
FP-PD camera simultaneously exhibits the advantages of wide-
angle FOV, high resolution, and low image distortion, whereas 
the existing fisheye and compound eye cameras cannot meet 
all the three merits, as shown in Figure 1d. Therefore, the pro-
posed FP-PD camera is a new-generation wide-FOV camera 
that outperforms the other two.

2. Results and Discussion

2.1. Performance Characterization of the Large Area FP-PD

The lightweight and bendable flexible PDs are easier to be 
adapted to the complicated application environment than 
rigid PDs.[47,48] Recently, solution-processed and cost-effective 

organic–inorganic hybrid perovskites have been applied in flex-
ible optoelectronics.[49–51] Most researchers focused on the inte-
gration and miniaturization of flexible PDs, such as micro–nano 
PDs, which are able to maintain their excellent performance 
when bent; however, they lose the ability to receive wide-angle 
optical signals, as shown in the insets of Figure 1c. Therefore, to 
obtain the capability of wide-angle optical signals, we designed 
a large-area FP-PD with an active area (0.14 cm2) and length in 
square centimeters, as shown in Figure 2a. The FP-PD fabri-
cation process is shown in Figure S4, Supporting Informa-
tion. The FP-PD has a SnO2/TiO2/MAPbI3/Spiro-OMeTAD  
structure and the flexible substrate is PEN/ITO. The FP-PD 
is fabricated through a solution method and improved by 
atomic layer deposition (ALD).[29,52] The details of the fabrica-
tion method, material characterization, and FP-PD are shown 
in Figure S5, Supporting Information. As shown in Figure 2b, 
the uniform and compact ALD-TiO2 layer can effectively reduce 
the dark current by three orders of magnitude compared 
to the FP-PD and increase the ON/OFF ratio to 3300 from 
10. Figure  2c shows the noise spectral density of the FP-PDs 
with and without the TiO2 layer through Fourier transforma-
tion from the time-domain dark-current waveform (insets of 
Figure  2c).[53] We can observe that the introduction of TiO2 
can suppress the noise power by three to four orders of mag-
nitude. Benefiting from noise current suppression, the opti-
mized FP-PD exhibited excellent faint light detection with a 
detectable light intensity limit of 35 nW cm−2. Furthermore, we 
measured the photoresponse characteristics of the FP-PD with 
and without the TiO2 layer under irradiation with different light 
intensities using a 660 nm laser. Figure 2d shows a broad linear 
dynamic range (LDR) at 0 V bias, which is commonly expressed 
on a logarithmic scale; LDR  =  20log(Pmax/Pmin), where Pmax 
and Pmin denote the upper and lower limits of light intensity 
in the linear region, respectively. The optimized FP-PD exhibits 
a linear response from 35 nW  cm−2 to 0.7  W  cm−2, corre-
sponding to LDR of 126 dB, which is significantly better than 
72  dB that of the FP-PD without the TiO2 layer. The LDR of 
the proposed FP-PDs should be larger than the obtained values 
because the maximum light intensity of the 660  nm laser in 
our laboratory was limited to 0.7 W cm−2. Because the structure 
of the proposed FP-PD is a type of vertical photovoltaic device, 
the proposed FP-PD inherits the self-powered (or self-driven) 
characteristics of photovoltaic devices. Figure 2e illustrates the 
semi-log I–V curves under dark and light conditions, demon-
strating the self-powered capability of the optimized FP-PD. 
The optimized FP-PD exhibited a large ON/OFF ratio of 386 at 
an external bias of 0 V (660 nm, 1 µW cm−2).

Responsivity (R) is a key figure of merit expressed as 
R = Iph/(PA), where Iph denotes the photocurrent, P is the irradi-
ated light intensity, and A is the active area of the PD. The photo-
current and R plots at various voltages are shown in Figure 2f. It 
can be observed that R increases from 0.025 to 1.6 A W−1 with an 
increase in the reverse bias from 0 to −1 V. Figure 2g depicts the 
wavelength-dependent R of the optimized FP-PD under a 0 V bias, 
whereas the wavelength-dependent irradiated light intensities are 
shown in Figure S6, Supporting Information. It is observed that 
the FP-PD can detect full visible wavelength from 300 to 800 nm.

Detectivity (D*) is an important parameter for evaluating 
the weak light-detection ability of PDs. However, although 

Adv. Mater. 2022, 34, 2206957
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Huang et  al. proposed some guidelines for the accurate char-
acterization of PDs,[54] confusing and inconsistent calculation  
methods for D* significantly affect the evaluation of PDs in 
different reports. For a better comparison with other flex-
ible PDs, we adopted a simplified expression to determine  
D*; D*  = RA0.5/(2qIdark)0.5, where R denotes the responsivity, 
Idark is the dark current, q is the elementary charge, and A is the 
active area of the PD. The simplified D* calculation simply con-
siders the shot noise of the dark current; however, it ignores the 
low-frequency noise (1/f noise) and light current shot noise and 
tends to overestimate the D* of PDs. According to the simpli-
fied expression, the wavelength-dependent D* under a 0 V bias 
is shown in Figure 2g. It indicates that the D* of the optimized 
FP-PD can be estimated to be greater than 1 × 1012 cm Hz1/2 W−1 
(Jones), which is comparable to values reported in previous 
studies. To better uncover the ability of the FP-PDs to detect 
weak light, the D* values were determined using the noise 

equivalent power (NEP) and noise power spectra (Figure  2c), 
where D*  =  (AB)0.5/NEP  =  R(AB)0.5/in, where A denotes the 
active area of the device and B is the electrical bandwidth, as 
shown in Figure S6, Supporting Information.

The response speed (including rise time and decay time) is 
also a key parameter of PDs, where the rise time is generally 
defined as the time required for the photocurrent to increase 
from 10% to 90% and the inverse of the decay time. As shown 
in Figure 2h, the optimized FP-PD exhibits the response speed 
with the increase and decrease of photovoltage as 5.8 and 497 µs,  
respectively. Figure  2i illustrates the plot of the frequency 
response of the FP-PD, exhibiting a −3  dB cutoff frequency 
close to 3000 Hz. The insets of Figure 2i indicate that the FP-PD 
retains an excellent response waveform at a high modulation 
frequency of 10  000  Hz. Table S1, Supporting Information,  
lists the performance comparison of flexible MAPbI3 perovskite 
PDs reported in previous studies. This demonstrates that the 

Adv. Mater. 2022, 34, 2206957

Figure 2.  Performance characterization of the large area FP-PD. a) Structure, band energy, and photograph of the FP-PD. The active area is 14 mm × 1 mm.  
b) Performance optimization of the FP-PD by introducing the ALD-TiO2 layer between SnO2 and perovskite, including the I–T curve, statistics of dark 
current and light current, and ON/OFF ratio of the FP-PD with and without the ALD-TiO2 layer (660 nm, 0.714 mW cm−2). c) Analysis of noise spectral 
density of the FP-PD with and without the ALD-TiO2 layer based on the dark current waveform in the inset. d) Photocurrent of the FP-PD with and 
without the ALD-TiO2 layer versus different incident light intensities at 0 V bias. e) Semi-log I–V curves of the optimized FP-PD in light and dark condi-
tions. f) Bias-dependent photocurrent and responsivity of the optimized FP-PD. g) Wavelength-dependent responsivity and detectivity curves of the 
optimized FP-PD. h) Time-dependent photovoltage curve of the optimized FP-PD to measure response speed. i) Frequency response of the optimized 
FP-PD. Insets: the temporal photovoltage response at 100, 3000, and 10 000 Hz.
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proposed device is highly competitive in terms of responsivity, 
detectivity, LDR, and response time, in addition to possessing 
unique large-area characteristics, which favor wide FOV 
performance.

2.2. Bending Performance of the FP-PD

Figure 3 focuses on the bending performance of the FP-PD, 
which directly determines the quality of wide-angle FOV 
imaging of the FP-PD. First, we tested the photoresponse uni-
formity at different points of the FP-PD by raster scanning of 
the focused laser illustrated in Figure S7, Supporting Infor-
mation. The photoresponse uniformity ensured that light was 
received from different directions by the FP-PD after bending. 
The current mapping in Figure S7, Supporting Informa-
tion, at different light intensities indicates that the proposed 
FP-PD possesses excellent photoresponse uniformity, which 
remains unchanged under bending. Moreover, we performed 
repeated bending/straitening test over 1000 times, as shown in 
Figure 3a. In addition, Figure 3b shows the time-domain light 
current curve (I–t) of the FP-PD during the process of bending 
and releasing. In the process, the focused laser maintained the 
same power (600 nm, 0.1 mW) and always vertically irradiated 
the center of the FP-PD, ensuring the accuracy of the measure-
ment results. These results demonstrate that FP-PD exhibited 
excellent mechanical flexibility and durability.

The FOV can be measured by irradiating large-area uniform 
white light, which is similar to the light source in practical 

imaging, as shown in Figure 3c. The measurement results dem-
onstrate that the PD in the bent state (αPD ≈ 120°) has a larger 
FOV (αF) than that in the flat state, as shown in Figure  3d. 
Here, β is the directional angle, which is the angle between the 
object (or light) and normal. In particular, the results indicate 
that PD in the bent state has the ability to perceive light more 
than 90° (αF > 180°). The FOV increased because lights at dif-
ferent angles could find their nearly parallel optical axis because 
each region of the FP-PD had its own optical axis, similar to the 
insect compound eye. Therefore, the FP-PD camera is expected 
to have a wide-angle FOV (αF > 180°).

2.3. Imaging FOV and Low-Distortion Performance  
of the FP-PD Camera

Figure 4 demonstrates the wide-angle FOV and distortion-
free characteristics of the FP-PD camera from the perspective 
of imaging performance. Some supplemental data from the 
imaging experiments can be found in Section S3, Supporting 
Information (Figure S8, Supporting Information).[18,19] In a 
real-world scenario, the direction of the projection light usu-
ally remains the same, as shown in Figure 4a. In this case, the 
reflection efficiencies of different regions in the image scene 
are different, that is, the reflected light of the region facing 
the main optical axis has a larger number of photons arriving 
at the FP-PD. Therefore, the measured FOV of the camera 
is expected to be slightly smaller than that of the FP-PD as 
shown in Figure 3d, and this has been proven experimentally, 

Adv. Mater. 2022, 34, 2206957

Figure 3.  Bending performance of the FP-PD. a) Plot of light current versus bending cycle number under 660  nm with 0.1  mW. Insets: ON/OFF  
switching behaviors after 0, 300, and 1000 bending cycles. b) Time-domain light current when the FP-PD is being bent and released. Insets:  
corresponding photographs of the FP-PD. Here, the focused laser is always vertically irradiating to the center of the FP-PD whether it bends or not. 
c) Schematic of FOV measurement irradiated by a large-area uniform light. d) Directional pattern of the FP-PD suggesting that the PD at bent status 
(αPD ≈ 120°) has a larger FOV (αF) than that at flat state.

 15214095, 2022, 41, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/adm

a.202206957 by G
eorgia Institute O

f T
echnology, W

iley O
nline L

ibrary on [14/10/2022]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



© 2022 Wiley-VCH GmbH2206957  (6 of 9)

www.advmat.dewww.advancedsciencenews.com

as shown in Figure  4b,c. The FP-PD camera can still see the  
object inside the view, although it is darker than that in the 
front view. These experimental results also demonstrate that 
the larger the bending angle (αPD) of the FP-PD, the wider the  
FOV (αF). The FOV depends on whether the diffused light from 
the imaging target can be received by the PD; therefore, the 
intensity of the received light depends on the intensity of the 
illumination light, reflectivity of the imaging target, reflection  
angle, and the receiving efficiency of the PD (including respon-
sibility and angle dependence characteristics). Figure  3d illus-
trates the FOV shown in Figure  3c (PD receiving efficiency) 
without considering the intensity of the illumination light, 
reflectivity of the imaging target, and reflection angle. However, 
in reality, the reflection angle must be considered, as shown in 
Figure 4a, and the FOV in this situation (Figure 4c) is usually 
slightly less than the FOV obtained without considering the 

reflection angle, as shown in Figure 3d. Figure 3d illustrates the 
FOV of the FP-PD, whereas Figure 4c illustrates the FOV of the 
imaging system. In brief, the FP-PD camera exhibits excellent 
FOV-tunable capability.

As mentioned in the introduction, fisheye cameras can 
achieve a wide-angle FOV; however, they suffer from barrel 
distortion. Figure  4d illustrates a schematic to experimentally 
demonstrate the barrel distortion problem. The commercial 
fisheye and FP-PD cameras were placed at the same position, 
which was very close to the scene (≈10 cm). Figure 4e presents 
the imaging results under similar conditions, from which we 
can clearly observe barrel distortion, while long-distance (≈1 m) 
photograph has no obvious barrel distortion. Figure S9, Sup-
porting Information, illustrates significantly distorted images 
captured using fisheye cameras. Figure 4f shows a typical barrel 
distortion curve (red) extracted from the fisheye camera image 

Adv. Mater. 2022, 34, 2206957

Figure 4.  FOV performance and distortion-free of the FP-PD camera. a) Schematic of imaging experiments when the scene is in a different directional 
angle (β). b) Imaging results in conditions with different bending angles (αPD). c) Directional pattern obtained from images in (b), suggesting that 
the PD with a larger bending angle (αPD) has a larger FOV (αF). d) Schematic of imaging experiments to demonstrate the barrel distortion problem. 
e) Imaging results and fisheye camera images in the conditions descripted in (d). f) A typical barrel distortion curve (red) extracted from the image 
in (g), compared with expected non-barrel distortion curve (black). g) Calculated curvature of barrel distortion in fisheye camera image and the FP-PD 
camera image.
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compared with the expected non-barrel distortion curve (black). 
To quantitatively evaluate barrel distortion, we determined the 
curvatures of barrel distortion in fisheye and FP-PD camera 
images, as shown in Figure 4g. From these results, we can con-
clude that the FP-PD camera has hardly any barrel distortion.

2.4. High-Resolution Imaging Results

To image real scenes, the first step is to improve resolution. A 
2D image can be converted into the frequency domain through 
Fourier transformation; low frequencies determine the out-
line, whereas high frequencies determine the details. We set 
the spectrum coverage (S) of the original photograph at 100%. 
Figure 5a illustrates the spectra after low-pass filtering when 
the cut-off frequency decreased, that is, when S decreased. Note 
that a spectrum coefficient has a real part and an imaginary  

part; here, we demonstrate the modulus of the complex coef-
ficients. Figure  5b illustrates filtered images corresponding 
to filtered spectra in Figure  5a. Therefore, theoretical analysis 
and simulation experiments demonstrated that it is necessary 
to obtain as much high-frequency information as possible to 
improve resolution.

To lossless reconstruct an image resolution with I × J pixels, 
all the Fourier spectrum coefficients (I × J) must be obtained. 
Because each Fourier coefficient requires the projection of a 
Fourier base pattern with a four-step phase shift, it requires 
four measurements. In addition, because the image is a real-
valued matrix mathematically, its Fourier spectra be conjugate 
symmetric; therefore, full sampling of the image requires 
m = 2 × I × J measurements. In this experiment, full sampling 
of the 256  ×  256 image required m  =  131072 measurements. 
Figure 5c illustrates the experimentally obtained spectra when 
the measurement number (m) increased, whereas Figure  5d 

Figure 5.  High-resolution imaging results. a) Spatial spectra after low pass filtering when the cut-off frequency decreases (from the top down). Top is 
the original spectrum. b) The filtered images corresponding to the spectra in (a). Top is the original 256 × 256 photograph (only ≈84 × 256 displayed) 
taken using a commercial camera. Note that the photograph is taken from a long distance. c) Obtained spectra when measurement number (m) 
increases (from the bottom up). d) Reconstructed images through inverse Fourier transformation corresponding to the images in (c). Note that the 
image by the FP-PD camera is taken from a short distance.

 15214095, 2022, 41, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/adm

a.202206957 by G
eorgia Institute O

f T
echnology, W

iley O
nline L

ibrary on [14/10/2022]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



© 2022 Wiley-VCH GmbH2206957  (8 of 9)

www.advmat.dewww.advancedsciencenews.com

Adv. Mater. 2022, 34, 2206957

illustrates the reconstructed images through inverse Fourier 
transformation corresponding to those illustrated in Figure 5c. 
Here, m  =  50  000 and S  =  38% are equivalent. Considering 
the obtained results, we can conclude that the simulation and 
experimental results are consistent. Note that 256 × 256 pixels 
are not the limitation of the FP-PD camera because we can 
increase the higher frequency component of the projection 
light and the number of measurements (m).

Because FP-PD has a wide-angle spectral response covering 
the visible light range, the FP-PD camera can take color pho-
tographs. Figure S10, Supporting Information, shows the red 
channel (R), green channel (G), blue channel (B), and compos-
ited RGB images obtained using the trichromatic method. Both 
the shape and color of the RGB image are in accordance with 
those in conventional camera photographs, indicating that the 
proposed FP-PD camera has a color imaging capability. In addi-
tion, the proposed FP-PD camera exhibits several fascinating 
merits. For instance, clear images can be obtained even when 
a high-scattering medium, such as frosted glass, is placed in 
front of the camera. As illustrated in Figure S10b, Supporting 
Information, a piece of frosted glass is placed in front of the 
FP-PD. If it is a conventional camera with a frosted glass 
covering, the photograph cannot be seen clearly. However, 
the FP-PD camera images with and without frosted glass are 
almost identical, as shown in Figure S10c, Supporting Infor-
mation. This can be attributed to the fact that frosted glass can 
be regarded as an attenuator, which can cause a lower signal- 
to-noise ratio (decreased by ≈23%), as shown in Figure S10d, 
Supporting Information, but not at a lower resolution.

The FOV and resolution performances of the camera have 
been discussed in Figures 4 and 5, respectively. How the other 
photoelectric properties of the FP-PD contribute to the camera 
performance? it can be divided into three categories. First, 
some camera performances basically depend on the properties 
of the FP-PD, like LDR, weak-light performance, and spectral 
response. Thereinto, a good weak-light performance requires 
high responsivity and low current fluctuation that has been 
discussed in our previous work.[25] Second, some camera per-
formances are partially affected by the FP-PD, like imaging 
speed and white balance. Thereinto, imaging speed depends 
on response speed of the FP-PD and pattern projection speed 
simultaneously, and the details can be seen in the Supporting 
Information. Finally, some camera performances are basically 
independent of detector parameters, like depth of field and 
focal length, which depends on projection lens.

3. Conclusion

In this paper, we present materials, mechanisms, and integration 
schemes that afford scalable pathways to an FP-PD camera to 
achieve a remarkable FOV greater than 150° and better than that 
of the human eye. The experimental results demonstrated that 
the proposed FP-PD camera has exciting advantages of simultane-
ously achieving a tunable wide-angle FOV, low image distortion, 
and high resolution, whereas existing fisheye and compound eye 
cameras do not simultaneously satisfy all the three requirements. 
Therefore, we expect this FP-PD camera to be a novel wide-FOV 
camera with several interesting applications.

4. Experimental Section
The fabrication process of the FP-PD is shown in Figure S4a, Supporting 
Information, including steps 1–7. First (step 1,2), the SnO2 layer was 
spin-coated onto the flexible PEN (Polyethylene naphthalate two formic 
acid glycol ester) substrate (treated by UV–ozone cleaner for 15  min 
before use) at 4000  rpm for 30 s, and then annealed at 150  °C for  
30 min. The SnO2 aqueous solution was supplied by Xi’an Polymer Light 
Technology Corp, and PEN/ITO substrates were supplied by Advanced 
Election Technology Co., Ltd. Here PEN (rather than polyethylene 
terephthalate [PET]) was used as flexible substrate due to that PEN had 
better heat resistance than PET, which allowed PEN to adapt the high 
temperature of steps 2 and 3 of fabrication process. Second (step 3),  
before preparation of methylammonium lead tri-iodide (MAPbI3) 
perovskite, an ultra-thin TiO2 film (10  nm) was deposited on the  
PEN/ITO/SnO2 to improve the performance of FP-PD according to 
previous works.

Next (step 4, 5), the MAPbI3 perovskite film was spin-coated on the 
PEN/ITO/SnO2/ALD-TiO2 by one-step method. The MAPbI3 precursor 
solution consisted of PbI2 (461  mg), MAI (159  mg), and dimethyl 
sulfoxide (1 mL). The perovskite film was obtained by spin-coating at 
4000  rpm for 30 s, then heated for 15 min at 100  °C in a glove box 
(step 6). Above materials were purchased from Advanced Election 
Technology Co., Ltd. Finally (step 7), an Au electrode was deposited 
on the top of MAPbI3 perovskite film by a mask. Figure S4a[7,8], 
Supporting Information, shows the diagrams of the FP-PD device 
before and after cutting. The photographs of the FP-PD are shown 
in Figure S4b,c, Supporting Information. The fabricated MAPbI3 
perovskite on the PEN/AP substrate was characterized by SEM, 
absorption spectra, and X-ray diffraction as shown in Figure S7b–d, 
Supporting Information. These results were consistence with previous 
reported.

Supporting Information
Supporting Information is available from the Wiley Online Library or 
from the author.
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